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Abstract

Computational lexicology is the computational study and use of electronic lexicons, encompassing the form, meaning, and behavior of words.  Beginning in the 1960s, machine-readable dictionaries have been analyzed to extract information for use in natural language processing applications.  This research used defining patterns to extract semantic relations and to develop semantic networks of words and their definitions.  Language engineering for applications such as word-sense disambiguation, information extraction, question answering, and text summarization is currently driving the evolution of computational lexicons.  The most important problem in the field is a semantic imperative, the representation of meaning to understand the equivalence of differently worded expressions.
Keywords: Computational lexicology; computational lexicons; machine-readable dictionaries; lexical semantics; lexical relations; semantic relations; language engineering; word-sense disambiguation; information extraction; question answering; text summarization; pattern matching.

What are Computational Lexicons and Dictionaries


Computational lexicons and dictionaries (henceforth lexicons) include manipulable computerized versions of ordinary dictionaries and thesauruses.  Computerized versions designed for simple lookup by an end user are not included, since they cannot be used for computational purposes.  Lexicons also include any electronic compilations of words, phrases, and concepts, such as word lists, glossaries, taxonomies, terminology databases (see Terminology and Terminology Databases), wordnets (see WordNet), and ontologies.  While simple lists may be included, a key component of computational lexicons is that they contain at least some additional information associated with the words, phrases, or concepts.  One small list frequently used in the computational community is a list of about 100 most frequent words (such as a, an, the, of, and to), called a stoplist, because some applications ignore these words in processing text.

In general, a lexicon includes a wide array of information associated with entries.  An entry in a lexicon is usually the base form of a word, the singular for a noun and the present tense for a verb.  Using an ordinary dictionary as a reference point, an entry in a 

computational lexicon contains all the information found in the dictionary:  inflectional and variant forms, pronunciation, parts of speech, definitions, grammatical properties, subject labels, usage examples, and etymology (see Lexicography, Overview).  More specialized lexicons contain additional types of information.  A thesaurus or wordnet contains synonyms, antonyms, or words bearing some other relationship to the entry.  A bilingual dictionary contains translations for an entry into another language.  An ontology (loosely including thesauruses or wordnets) arranges concepts in a hierarchy (e.g., a horse is an animal), frequently including other kinds of relationships as well (e.g., a leg is part of a horse).

The term computational applies in several senses for computational lexicons.  Essentially, the lexicon is in an electronic form.  Firstly, the lexicon and its associated information may be studied to discover patterns, usually for enriching entries.  Secondly, the lexicon can be used computationally in a wide variety of applications; frequently, a lexicon may be constructed to support a specialized computational linguistic theory or grammar.  Thirdly, written or spoken text may be studied to create or enhance entries in the lexicon.  Broadly, these activities comprise the field known as computational lexicology, the computational study of the form, meaning, and use of words (see also Lexicology).
History of Computational Lexicology


Computational lexicology was coined to refer to the study of machine-readable dictionaries (MRDs) (Amsler, 1982) and emerged in the mid-1960s and received considerable attention until the early 1990s.  ‘Machine-readable’ does not mean that the computer reads the dictionary, but only that it is in electronic form and can be processed and manipulated computationally.

Computational lexicology had gone into decline as researchers concluded that MRDs had been fully exploited and that they could not be usefully exploited for NLP applications (Ide and Veronis, 1993).  However, since that time, many dictionary publishers have taken the early research into account to include more information that might be useful.  Thus, practitioners of computational lexicology can expect to contribute to the further expansion of lexical information.  To provide the basis for this contribution, the results of the early history need to be kept in mind.

MRDs evolved from typesetting tapes used to print dictionaries, largely through the efforts of Olney (1968), who was instrumental in getting G & C. Merriam Co. to make computer tapes available to the computational linguistics research community.  The ground-breaking work of Evens (Evens and Smith, 1978) and Amsler (1980) provided the impetus for a considerable expansion of research on MRDs, particularly using Webster’s Seventh New Collegiate Dictionary (W7; Gove, 1969).  These efforts stimulated the widespread use of the Longman Dictionary of Contemporary English (LDOCE; Proctor, 1978) during the 1980s; this dictionary is still the primary MRD today.

Initially, MRDs were faithful transcriptions of ordinary dictionaries, and researchers were required to spend considerable time interpreting typesetting codes (e.g., to determine how a word’s part of speech was identified).  With advances in technology, publishers eventually came to separate the printing and the database components of MRDs.  Today, the various fields of an entry are specifically identified and labeled, increasingly using eXtensible Markup Language (XML), such as shown in Figure 1.  As a result, researchers can expect that MRDs will be in a form that is much easier to understand, access, and manipulate, particularly using XML-related technologies developed in computer science.
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Figure 1. Sample Entry Using XML
The Study of Computational Lexicons

Making Lexicons Tractable

An electronic lexicon provides the resource for examination and use, but requires considerable initial work on the part of the investigator, specifically to make the contents tractable.  The investigator needs (1) to understand the form, structure, and content of the lexicon and (2) to ascertain how the contents will be studied or used.

Understanding involves a theoretical appreciation of the particular type of lexicon.  While dictionaries and thesauruses are widely used, their content is the result of considerable lexicographic practice; an awareness of lexicographic methods is extremely valuable in studying or using these resources.  Wordnets require an understanding of how words may be related to one another.  Ontologies require an understanding of conceptual relations, along with a formalism for capturing properties in slots and their fillers.  A full ontology may also involve various principles for “reasoning” with objects in a knowledge base.  Lexicons that are closely tied to linguistic theories and grammars require an understanding of the underlying theory or grammar.
The actual study or use of the lexicons is essentially the development of procedures for manipulating the content, i.e., making the contents tractable.  A common objective is to transform or extract some part of the content into a form that will meet the user’s needs.  This can usually be accomplished by recognizing patterns in the content; a considerable amount of lexical semantics research falls into this category.  Another common objective is to map some or all of the content in one format or formalism into another.  The general idea of these mappings is to take advantage of content developed under one formalism and to use it in another.  The remainder of this section focuses on defining patterns that have been observed in MRDs.
What Can be Extracted From Machine-Readable Dictionaries
Lexical Semantics

Olney (1968), in his groundbreaking work on MRDs, laid out a series of computational aids for studying affixes, obtaining lists of semantic classifiers and components, identifying semantic primitives, and identifying semantic fields.  He also examined defining patterns (including their syntactic and semantic characteristics) to identify productive lexical processes (such as the addition of –ly to adjectives to form adverbs).  Definining patterns are essentially regular expressions that specify string, syntactic, and semantic elements of definitions that occur frequently within definitions.  E.g., in (a|an) [adj] manner, applied to adverb definitions, can be used to characterize the adverb as manner, to establish a derived-from [adj] relation, and to characterize a productive lexical process.
The program Olney initiated in studying these patterns is still incomplete.  There is no systematic compilation that details the results of the research in this area.  Moreover, in working with the dictionary publishers, he was provided with a detailed list of defining instructions used by lexicographers.  Defining instructions, usually hundreds of pages, guide the lexicographer in deciding what constitutes an entry, what information the entry should contain, and frequently provides formulaic details on how to define classes of words.  Each publisher develops its own idiosyncratic set of guidelines, again underscoring the point that a close working relationship with the publishers can provide a jump-start to the study of patterns.

Amsler (1980) and Litkowski (1978) both studied the taxonomic structure of the nouns and verbs in dictionaries, observing that, for the most part, definitions of these words begin with a superordinate or hypernym (flax is a plant, hug is to squeeze).  They both recognized that a dictionary is not fully consistent in laying out a taxonomy, because it contains defining cycles (where words may be used to define themselves when all links are followed).  Litkowski, applying the theory of labeled directed graphs to the dictionary structure, concluded that primitives had to be concept nodes lexicalized by one or more words and verbalized with a gloss (identical to the synonym set encapsulated in the nodes in WordNet).  He also hypothesized that primitives essentially characterize a pattern of usage in expressing their concepts.  Figure 2 shows an example of a directed graph with three defining cycles; in this example, oxygenate is the base word underlying all the others and is only relatively primitive.
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Figure 2. Illustration of Definition Cycles for (aerify, aerate), (aerate, ventilate) and (air, aerate, ventilate) in a Directed Graph Anchored by oxygenate

Evens and Smith (1978), in considering lexical needs for a question-answering system, presented a description of approximately 45 syntactic and semantic lexical relations.  Lexical semantics is the study of these relations and is concerned with how meanings of words relate to one another (see articles under Logical and Lexical Semantics).  Evens and Smith grouped the lexical relations into nine categories:  taxonomy and synonymy, antonymy, grading, attribute relations, parts and wholes, case relations, collocation relations, paradigmatic relations, and inflectional relations.  Each relation was viewed as an entry in the lexicon itself, with predicate properties describing how to use the relations in a first order predicate calculus.

The study of lexical relations is distinguished from the componential analysis of meaning (Nida 1975), which seeks to analyze meanings into discrete semantic components (or features).  In this form of analysis, semantic features (such as maleness or animacy) are used to contrast the meanings of words (such as father and mother).  These features proved to be extremely important among field anthropologists in understanding and translating among many languages.  These features can be useful in characterizing lexical preferences, e.g., indicating that the subject of a verb should have an animate feature.  Their importance has faded somewhat, particularly as the meanings of words have been seen to have fuzzy boundaries and to depend very heavily on the contexts in which they appear.
Ahlswede (1985), Chodorow et al. (1985), and others engaged in large-scale efforts for automatically extracting lexical semantic relations from MRDs, particularly W7.  Evens (1988) provides a valuable summary of these efforts; a special issue of Computational Linguistics on the lexicon in 1987 also provides considerable detail on important theoretical and practical perspectives on lexical issues.  One focus of this research was on extracting taxonomies, particularly for nouns.  In general, noun definitions are extended noun phrases (e.g., including attached prepositional phrases), in which the head noun of the initial noun phrase is the hypernym.  Parsing the definition provides the mechanism for reliably identifying the hypernym.  However, the various studies showed many cases where the head is effectively empty or signals a different type of lexical relation.  Examples of such heads include a set of, any of various, a member of, and a type of.
Experience with extracting lexical relations other than taxonomy was similar.  Investigators examined defining patterns for regularities in signaling a particular relation (e.g., a part of indicating a part-whole relation).  However, the regularities were generally not completely reliable and further work, sometimes manual, was necessary to separate good results from bad results.
Several observations can be made.  First, there is no repository of the results; new researchers must reinvent the processes or engage in considerable effort to bring together the relevant literature.  Second, few of these efforts have benefited directly from the defining instructions or guidelines used in creating the definitions.  Third, as outcomes emerge that show the benefit of particular types of information, dictionary publishers have slowly incorporated some of this additional information, particularly in electronic versions of the dictionaries.
Research Using Longman’s Dictionary of Contemporary English


Beginning in the early 1980s, the Longman’s Dictionary of Contemporary English (LDOCE, Proctor 1978) became the primary MRD used in the research community.  LDOCE is designed primarily for learners of English as a second language.  It uses a controlled vocabulary of about 2,000 words in its definitions.  LDOCE uses about 110 syntactic categories to characterize entries (e.g., noun and noun/count/followed-by-infinitive-with-TO).  The electronic version includes box codes that provide features such as abstract and animate for entries; it also includes subject codes, identifying the subject specialization of entries where appropriate.  Wilks et al. (1996) provides a thorough overview of research using LDOCE (along with considerable philosophical perspectives on meaning and a detailed history of research using MRDs).

In using LDOCE, many researchers have built upon the research that used W7.  In particular, they have reimplemented and refined procedures for identifying the dictionary’s taxonomy and for investigating defining patterns that reveal lexical semantic relations.  In addition to string pattern matching, researchers began parsing definitions, necessarily taking into account idiosyncratic characteristics of definition text as compared to ordinary text.  A significant problem emerged when parsing definitions:  the difficulty of disambiguating the words making up the definition.  This problem is symptomatic of working with MRDs, namely, that almost any pattern which is investigated will not have complete reliability and will require some amount of manual intervention.

Boguraev and Briscoe (1987) introduced a new task into the analysis of MRDs, using them to derive lexical information for use in NLP applications.  In particular, they used the box codes of LDOCE to create “lexical entries containing grammatical information compatible with” parsing using different grammatical theories.  (See Symbolic Computational Linguistics; Parsing, Symbolic; and Grammatical Semantics.)

The derivational task has been generalized into a considerable number of research efforts to convert, map, and compare lexical entries from one or more sources.  Since 1987, these efforts have grown and constitute an active area of research.  Conversion efforts generally involve creation of broad-coverage lexicons from lexical resources within particular formalisms.  Mapping efforts attempt to exploit and capture particular lexical properties from one lexicon into another.  Comparison efforts examine multiple lexicons.

Comparison of lexical entries from multiple sources led to a crisis in the use of MRDs.  Ide and Veronis (1993), in surveying the results of research using MRDs, noted that lexical resources frequently were in conflict with one another and could not be used reliably for extracting information.  Atkins (1991) described difficulties in comparing entries from several dictionaries because of lexicographic exigencies and editorial decisions (particularly the dictionary size).  She noted that lexicographers could variously lump senses together, split them apart, or combine elements of meaning in different ways.  These papers, along with others, seemed to slow the research on using MRDs and other lexical resources.  They also underscore the major difficulty that there is no comprehensive theory of meaning, i.e., an organization of the semantic content of definitions.  This difficulty may be characterized as the problem of paraphrase, or determining the semantic equivalence of expressions (discussed in detail below).
Semantic Networks


Quillian (1968) considered the question of “how semantic information is organized within a person’s memory.”  He described semantic memory as a network of nodes interconnected by associative links.  In explicating this approach, he visualized a dictionary as a unified whole, where conceptual nodes (representing individual definitions) were connected by paths to other nodes corresponding to the words making up the definitions.  This model envisioned that words would be properly disambiguated.  Computer limitations at the time precluded anything more than a limited implementation.  A later implementation by Ide and Veronis (1990) added the notion that nodes within the semantic network would be reached by spreading activation.

WordNet (Fellbaum, 1998) was designed to capture several types of associative links, although the number of such links was limited by practical considerations.  WordNet was not designed as a lexical resource, so that its entries do not contain the full range of information that is found in an ordinary dictionary.  Notwithstanding these limitations, WordNet has found widespread use as a lexical resource, both in research and in NLP applications.  WordNet is a prime example of a lexical resource that is converted and mapped into other lexical databases.

MindNet (Dolan et al. 2000) is a lexical database and a set of methodologies for analyzing linguistic representations of arbitrary text.  It combines symbolic approaches to parsing dictionary definitions with statistical techniques for discriminating word senses using similarity measures.  MindNet began by parsing definitions and identifying highly-reliable semantic relations instantiated in these definitions.  The set of 25 semantic relations includes Hypernym, Synonym, Goal, Logical_subject, Logical_object, and Part.  A distinguishing characteristic of MindNet is that the inverse of all relations identified by pattern-matching heuristics are propagated throughout the lexical database.  As a result, both direct and indirect paths between entries and words contained in their definitions exist in the database.  Given two words (such as pen and pencil), the database is examined for all paths between them (ignoring any directionality in the paths).  The path lengths and weights on different kinds of connections leads to a measure of similarity (or dissimilarity), so that a strong similarity is indicated between pen and pencil because both of them appear in various definitions as means (or instruments) linked to draw.

Originally, MindNet was constructed from LDOCE; subsequently, American Heritage (3rd edition, 1992) was added to the lexical database.  Patterns used in recognizing semantic relations from definitions can be used as well in parsing and analyzing any text, including corpora.  Recognizing this, the MindNet database was extended by processing the full text of Microsoft Encarta®.  In principle, MindNet can be continually extended by processing any text, essentially refining the weights showing the strength of relationships.

MindNet provides a mechanism for capturing the context within which a word is used and hence, is a database that characterizes a word’s usage, in line with Firth’s (1957) argument that “the meaning of a word could be known by the company it keeps.”  MindNet is a significant departure from traditional dictionaries, although it essentially encapsulates the process by which a lexicographer constructs definitions.  This process involves the collection of many examples of a word’s usage, arranging them with concordances, and examining the different contexts to create definitions.  The MindNet database could be mined to facilitate the lexicographer’s processes.  Traditional lexicography is already being extended through automated techniques of corpus analysis very similar in principle to MindNet’s techniques.
Using Lexicons

Language Engineering


Research on computational lexicons, even with a resultant propagation of additional information and formalisms throughout the entries, is inherently limited.  While a dictionary publisher makes decisions on what to include based on marketing considerations, the design and development of computational lexicons have not been similarly driven.  In recent years, the new field of language engineering has emerged to fill this void (see Human Language Technology).  Language engineering is primarily concerned with NLP applications and includes the development of supporting lexical resources.  The following sections examine the role of lexicons, particularly WordNet, in word-sense disambiguation, information extraction, question answering, text summarization, and speech recognition and speech synthesis (see also Text Mining).
Word-Sense Disambiguation


Many entries in a dictionary have multiple senses.  Word-sense disambiguation (WSD) is the process of automatically deciding which sense is intended in a given context (see Disambiguation, Lexical).  WSD presumes a sense inventory, and as noted earlier, there can be considerable controversy about what constitutes a sense and how senses are distinguished from one another.

Hirst (1987) provides a basic introduction to the issues involved in WSD, framing the problem as taking the output of a parser and interpreting the output into a suitable representation of the text.  WSD requires a characterization of the context and mechanisms for associating nearby words, handling syntactic disambiguation cues, and resolving the constraints imposed by ambiguous words, all of which pertain to the content of lexicons.  (See also Saint-Dizier and Viegas (1995) for an updated view of lexical semantics).  To understand the relative significance of lexical information, a community-wide evaluation exercise known as Senseval (word-sense evaluation) was developed to assess WSD systems.  Senseval exercises have been conducted in 1998 (Kilgarriff and Palmer, 2000), 2001, and 2004.

WSD systems fall into two categories:  supervised (where hand-tagged data are used to train systems using various statistical techniques) and unsupervised (where systems make use of various lexical resources, particularly MRDs).  Supervised systems make use of collocational, syntactic, and semantic features used to characterize training data.  The extent of the characterization depends on the ingenuity of the investigators and the amount of lexical information they use.  Unsupervised systems require substantial information, not always available, in the lexical resources.  In Senseval, supervised systems have consistently outperformed unsupervised systems, indicating that computational lexicons do not yet contain sufficient information to perform reliable WSD.

The use of WordNet in Senseval, both as the sense inventory and as a lexical resource for disambiguation, emphasized the difference between the two types of WSD systems, since it does not approach dictionary-based MRDs in the amount of lexical information it contains.  Close examination of the details used by supervised systems, particularly the use of WordNet, can reveal the kind of information that is important and can guide the evolution of information contained in computational lexicons.  Dictionary publishers are increasingly drawing on results from Senseval and other exercises to expand the content of electronic versions of their dictionaries.
Information Extraction


Information extraction (IE, Grishman 2002; see also Information Extraction and Named Entity Extraction) is “the automatic identification of selected types of entities, relations, or events in free text.”  IE grew out of the Message Understanding Conferences (q.v.), in which the main task was to extract information from text and put it into slots of predefined templates.  Template filling does not require full parsing, but can be accomplished by pattern-matching using finite-state automata (which may be characterized by regular expressions).  Template filling fills slots with a series of words, classified, for example, as names of persons, organizations, locations, chemicals, or genes.

Patterns can use computational lexicons; some of these can be quite basic, such as a list of titles and abbreviations that precede a person’s name.  Frequently, the lists can become quite extensive, as with lists of company names and abbreviations or of gazetteer entries.  Names can be identified quite reliably without going beyond simple lists, since they usually appear in noun phrases within a text.  Recognizing and characterizing events can also be accomplished by using patterns, but more substantial lexical entries are necessary.

Events typically revolve around verbs and can be expressed in a wide variety of syntactic patterns.  Although these patterns can be expressed with some degree of reliability (e.g., company hired person or person was hired by company) as the basis for string matching, this approach does not achieve a desired level of generality.  Characterization of events usually entails a level of partial parsing, in which major sentence elements such as noun, verb, and prepositional phrases are identified.  Additional generality can be achieved by extending patterns to require certain semantic classes.  For example, in uncertain cases of classifying a noun phrase as a person or thing, the fact that the phrase is the subject of a communication verb (said or stated) would rule out classification as a thing.  WordNet is used extensively in IE, particularly using hypernymic relations as the basis for identifying semantic classes.  Continued progress in IE is likely to be accompanied by the use of increasingly elaborate computational lexicons, balancing needs for efficiency and particular tasks.
Question Answering


Although much research in question answering has occurred since the 1960s, this field was much advanced with the introduction of the question-answering track in the Text Retrieval Conferences (q.v.) beginning in 1998.  (See Question Answering from Text, Automatic and Voorhees and Buckland, 2004 and earlier volumes for papers relating to question answering.)  From the beginning, researchers viewed this NLP task as one that would involve semantic processing and provide a vehicle for deeper study of meaning and its representation.  This has not generally proved to be the case, but many nuances have emerged in handling different types of questions.

Use of the WordNet hierarchy as a computational lexicon has proved to be a key component of virtually all question-answering systems.  Questions are analyzed to determine what “type” of answer is required; e.g., “what is the length …?” requires an answer with a number and a unit of measurement; candidate answers use WordNet to determine if a measurement term is present.  Exploration of ways to use WordNet in question answering has demonstrated the usefulness of hierarchical and other types of relations in computational lexicons.  At the same time, however, lexicographical shortcomings in WordNet have emerged, particularly the use of highly technical hypernyms in between common-sense terms in the hierarchy.

Many questions can be answered with string matching techniques.  In the first year, most of the questions were developed directly from texts (a process characterized as back formation), so that answers were easily obtained by matching the question text.  IE techniques proved to be very effective in answering the questions.  Some questions can be transformed readily into searches for string patterns, without any use of additional lexical information.  More elaborate string matching patterns have proved to be effective when pattern elements specify semantic classes, e.g., “accomplishment” verbs in identifying why a person is famous.

Over the six years of the question-answering track, the task has been continually refined to present more difficult questions that would require the use of more sophisticated techniques.  Many questions have been devised that require at least shallow parsing of texts that contain the answer.  Many questions require more abstract reasoning to obtain the answer.  One system has made use of logical forms derived from WordNet glosses in an abductive reasoning procedure for determining the answer.  Improvements in question answering will continue to be fueled in part by improvements in the content and exploitation of computational lexicons.
Text Summarization


The field of automatic summarization of text has also benefited from a series of evaluation exercises, known as the Document Understanding Conferences (see Over, 2004 and references to earlier research).  Again, much research in summarization has been performed (see Mani, 2001 and Summarization of Text, Automatic for an overview).  Extractive summarization (in which highly salient sentences in a text are used) does not make significant use of computational lexicons.  Abstractive summarization seeks a deeper characterization of a text.  It begins with a characterization of the rhetorical structure of a text, identifying discourse units (roughly equivalent to clauses), frequently with the use of cue phrases (see Discourse Parsing, Automatic and Discourse Segmentation, Automatic).  Cue phrases include subordinating conjunctions that introduce clauses and sentence modifiers that indicate a rhetorical unit.  Generally, this overall structure requires only a small list of words and phrases associated with the type of rhetorical unit.

Attempts to characterize texts in more detail involve a greater use of computational lexicons.  First, texts are broken down into discourse entities and events; information extraction techniques described earlier are used, employing word lists and some additional information from computational lexicons.  Then, it is necessary to characterize the lexical cohesion of the text, by understanding the equivalence of different entities and events and how they are related to one another.

Many techniques have been developed for characterizing different aspects of a text, but no trends have yet emerged in the use of computational lexicons in summarization.  The overall discourse structure is characterized in part by the rhetorical relations, but these do not yet capture the lexical cohesion of a text.  The words used in a text give rise to lexical chains based on their semantic relations to one another (i.e., such as the type of relations encoded in WordNet).  The lexical chains indicate that a text activates templates (via the words) and that various slots in the templates are filled.  For example, if word1 “is a part of” word2, the template activated by word2 will have a slot part that will be filled by word1.  When the various templates activated in a text are merged via synonymy relations, they will form a set of concepts.  The concepts in a text may also be related to one another, particularly instantiating a concept hierarchy for the text.  This concept hierarchy may then be used as the basis for summarizing a text by focusing on the topmost elements of the hierarchy.
Speech Recognition and Speech Synthesis


The use of computational lexicons is speech technologies is limited (see Speech Technology, Spoken Discourse, and Van Eynde and Gibbon (2000) for several papers on lexicon development for speech technologies).  MRDs usually contain pronunciations, but this information only provides a starting point for the recognition and synthesis of speech.  Speech computational lexicons include the orthographic word form and a reference or canonical pronunciation.  A full-form lexicon also contains all inflected forms for an entry; rules may be used to generate a full-form lexicon, but it is generally more accurate to use a full-form lexicon.


The canonical pronunciations are not sufficient for spoken language processing.  Lexical needs must reflect pronunciation variants arising from regional differences, language background of non-native speakers, position of a word in an utterance, emphasis, and function of the utterance.  Some of these difficulties may be addressed programmatically, but many can be handled only through a much more extensive set of information.  As a result, speech databases provide empirical data on actual pronunciations, containing spoken text and a transcription of the text into written form.  These databases contain information about the speakers, type of speech, recording quality, and various data about the annotation process.  Most significantly, these databases contain speech signal data recorded in analog or digital form.  The databases constitute a reference base for attempting to handle the pronunciation variability that may occur.  In view of the massive amounts of data involved in implementing basic recognition and synthesis systems, they have not yet incorporated the full range of semantic and syntactic capabilities for processing the content of the spoken data.

The Semantic Imperative


In considering the NLP applications of word-sense disambiguation, information extraction, question answering, and summarization, there is a clear need for increasing amounts of semantic information.  The main problem facing these applications is a need to identify paraphrases, that is, identifying whether a complex string of words carries more or less the same meaning as another string.  Research in the linguistic community continues to refine methods for characterizing, representing, and using semantic information.  At the same time, researchers are investigating properties of word use in large corpora (see Corpus Linguistics, Lexical Acquisition, and Multiword Expressions).

As yet, the symbolic content of traditional dictionaries has not been merged with the statistical properties of word usage revealed by corpus-based methods.  Dictionary publishers are increasingly recognizing the value of electronic versions and are putting more information in these versions than appears in the print versions (see Computers in Lexicography, Use of).  McCracken (2003) describes several efforts to enhance a dictionary database as a resource for computational applications.  These efforts include much greater use of corpus evidence in creating definitions and associated information for an entry, particularly variant forms, morphology and inflections, grammatical information, and example sentences (see Corpus Lexicography, Concordances, Corpus Analysis of Idioms, and Idioms Dictionaries).  The efforts also include the development of a semantic taxonomy based on lexicographic principles and statistical measures of definitional similarity.  The statistical measures are also used for automatic assignment of domain indicators.  Collocates for senses are being developed based on various clues in the definitions (e.g., lexical preferences for the subject and object of verbs, see Collocation).  Corpus-based methods have also been used in the construction of a thesaurus.
A lexicon of a person, language, or branch of knowledge is inherently a very complex entity, involving many interrelationships.  Attempting to comprehend a lexicon within a computational framework reveals the complexity.  Despite the considerable research using computational lexicons, the computational understanding of meaning still presents formidable challenges.
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<entry>


<headword>double</headword>


<senses>


<sense pos = “adj” num = “1” >


<def>twice as much, in size, strength, number, or amount</def>


<example>a double dose</example>


</sense>


…


<sense pos = “noun” num = “1”>


<def>something increased twofold</def>


</sense>


</senses>


</entry>
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